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NARRATIVE

A. NEED: THE PRESENT SITUATION

The computer is presently being used in several ways as an instruc-
tional tool in statistics classes at Hope College. An introductory
statistics class with no calculus prerequisite is offered for students
in the social sciences. This one semester, three credit-hour course has
had an average annual enrollmeng of 232 over the past three years. A one-
credit-hour laboratory is offered as an optional adjunct to the course.
This laboratory utilizes the computer as a tool to aid in the learning
of statistics through the use of simulations, graphical displays, and
analyses performed on data sets stored in the computer. Unfortunately
less than 20% of the students elect to take the laboratory.

A two-course sequence in Mathematical Statistics and Probability is
also offered each year. This course is three credit hours each of two
semesters. It is offered primarily for Mathematics méjors at the junior
and senior level and has a calculus prerequisite. During the past
three years this course has had an average enrollment of 25 students
first semester and 19 students second semester. A one-credit-hour
computer laboratory is also offered as an option for students enrolled
in this course. Approximately one-half of the students elect this
laboratory which seeks to use the computer as a tool to illustrate and
reinforcelthe theo?etical concepts in probability and statistics through
extensive use of graphics and simulations. The students who do not
elect the laboratory receive oniy a minimal exposure to the computer.

A third course in statistics, intended primarily for natural science
students, is being developed with support from a National Science
_Foundatibn CAUSE grant. A version of this course was offered during the

spring of 1978 with an enrollment of 15 students. Based on our fitst
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experience with this course, we plan to integrate computer laboratory work,
similar to that now offered in the two present courses, into this one-
semester calculus based course.

A summary of past enrollments in the two present statistics offerings
and their laboratories is found in Table I. Detailed descriptions of the

courses are found in Appendix B.

Course 1976-77 1977-78 1979-80 Average

Introductory Statistics 239 227 230 232

Intro Stat Laboratory 51 36 31 39

Math Stat-no lab (fall enrollment) 15 11 10 12

Math Stat-with lab (fall enrollment) 19 10 9 13
Table I

In spite of relatively stable enroilments in statistics courses at
Hope over the past three years, the total number of students'gnrolled in
statistics computer laboratories has decreased from 70 to 40 (see Table I).
This decrease does not‘appear to have occured because the students do not
find the laboratory valuable. On the contrary, student evaluations of
the laboratories consistently indicate that the laboratory has increased
the students' understanding of statistical concepts and gi?en them a .
valuable experience with data analysis and interpretion. In addition
students who enroll for the laboratory generally receive higher grades
in the statistics class. No doubt this is due in part to the fact that
often the better students elect the laboratory.

The facﬁlty who teach the laboratories feel that one of the important
reasons for the enrollment decrease is the. large amount of time spent by
the students working on the computer outside of class. The uée of our pre-
sent computer system has often been a frustrating experience for the labor-

atory students because of limited terminal availability and slow response time.
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This is the result of the limitations of the current Hope College computer
system and the large number of students using the computer for instructional
purposes. Each semester the computer is used in courses with enrollments
totaling more than 500.

The college has a Honeywell Sigma 6 computer system which is shared
by all academic and administrative users. Only six terminals are provided
for general student wuse on campus. This number cannot be increased
without further enhancement of the computer system to accomodate more users.

Our current typical laboratory for both courses meets for a two hour
block each week. The first part of each period is spent discussing the
results of the experiments assigned during the previous week. (See Appendix
C for some typical experiments.) A new experiment is then described. The
students can spend the remainder of the lab time in preparation for the
experiment. Generally there is at most one terminal available for the
students to begin %grforming the experiment on the computer.

Under the restrictions of the present computing equipment, most of
the students must perform the experiment sometime during the week between
laboratories. This must be done at times when the instructor is not
available for assistance and at a time separated from the laboratory
discussion. This is one of the frustrating aspects of the laboratory for
the students. Other frustrations are the lack of an adequate number of
terminals and slow system response time, resulting in a large amount of
wasted student time. This proposal is an attempt to improve this situation

so that a more ideal instructional sequence can be implemented.

B. PROJECT DESCRIPTION: THE IMPROVEMENT PLAN

Based on our past experience, the ideal scenario for the statistics
laboratories would be for the instructor to present the background and

techniques for the experiment during the first part of the two hour
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period. After this presentation, the students, in teams of 2 or 3,
should perform the experiment at a terminal under the instructor's super-
vision. At the end of the period, after all the data has been collected,
the instructor would further explain any points brought out by the
experiment.

The proposed equipment would allow us to establish a dedicated
laboratory classroom where the statistics computer laboratory courses
could be taught. This classroom would contain ten computer stations,
allowing up to 20 students per laboratory class, with two students assigned
to each station. This would allow the instructors to conduct classroom
demonstrations with each pair of students following a step-by-step procedure
on their own data. It would also permit the students to conduct the exper-
iments during class time and with direction and supervision from the
instructor.

An added benefit that the proposed equipment would give is improved
graphics ability compared to our present system. We are currently using
printer grpahics. (See Appendix C for examples.) The TRS-80 graphics,
though not as high resolution as some systems, does provide adequate
graphics for the purposes of statistics laboratory materials. The
graphical displays used in our statistical experiments include histograms
with superimposed probability density functions, scattergrams, graphical
illustrations of confidence.intervals, and graphical illustrations of the
behavior of sample statistics in comparison with population parameters
as sample size is varied.

The students will also have the ability to create and maintain their
own personal data sets on a minidisk which could then be loaded into the
system when needed. Each student in the class would purchase a minidisk
which would then be used for storage of ény data.that the student might

wish to use in the class experiments.



EQUIPMENT

1. The Equipment Request

Each station will consist of a TRS-80 computer with Level II
BASIC and 16K of memory. This is a minimal configuation for running
the programs in our software package. In addition, one minidisk drive
and an expansion interface are requested for each station. The expan-
sion interface is necessary for use of disks. The disk drive is
requested because the loading of programs and data by cassette tape is
very slow on the TRS-80 system. The length of time required by
program and data loads would be incompatible with the goal of efficient
use of class time. In addition, it would discourage the use of large,
realistic data sets.

In addition, two of the systems will be further enhanced by the
addition of RS232 communication interface boards, telephone interfaces,
and pfinters. This would permit Professors Tanis and Dershem to convert
our present programs to the TRS-80 system and to develop new software.
The communications equipment will permit the transfer of data and
programs from the Hope College central computer to the TRS-80 and back.
The printers will be used to obtain program listings to assist in the
development and debugging of programs and for computer text editing
of laboratory materials.

The TRS-80 computer system has been used extensively by Professor
Dershem for over a year and a half in various instructional applications,
including heavy usage by elementary school children. Based on his
experience, the TRS-80 is a sufficiently rugged and reliable machine
for use in the statistics laboratories. In addition, he has success-
fully implemented about 20% of his experiments in the elementary statis-

tics lab on a TRS-80 system to test the feasibility of this project.
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Because of the versatility and ruggedness of the TRS-80, we expect
to utilize this new equipment in several other ongoing courses. For
example, our basic mathematics course for liberal arts students devotes
about 1/3 of its time to the computer and BASIC programming. Another
example is the laboratory for elementary education students which

currently uses personally owned TRS-80's for demonstration purposes.

2. The Equipment on Hand

Hope College owns a Honeywell Sigma 6 computer with 96K of
memory and 24 communication ports. Also included are six 24% megabyte
disk storage units and one tape drive. Terminals available for
student use include 2 Decwriters, 1 Teleray CRT, and 3 Teletype
KRS 33 terminals. The use of additional terminals is limited by the
memory of the central proce;sing unit and the size and speed of current
disk storage. In addition, it is impossible under present circumstances
to obtain exclusive use of a bank of terminals for a given class or
laboratory.

Hope College alSo owns one Tektronix 4051 graphic system which
could be an effective tool for use in the statistics laboratories.
Our use of this equipment is limited to classroom demonstrations
because only one system is available. The Tektronix 4051 is too
expensive for us to purchase a sufficient quantity to allow students
to have hands-on usage during class time.

3. Equipment Maintenance

Hope College will provide proper maintenance of the purchased
equipment with a time and material agreement through the local Radio

Shack store.



PERSONNEL

1. Faculty Expertise

The experience of Professors Dershem and Tanis in the area of
computer-based statistics instruction is extensive. Curriculum vitae
listing pertinent experiences are found in Appendix A.

With support from a grant by the Office of Computing Activities
of NSF, Professors Tanis and Dershem wrote a computer software
package for statistics instruction. This package is currently being
distributed by CONDUIT. Both are authors of laboratory manuals for
computer-based statistics laboratories and have authored or delivered
many papers on the use of the computer in teaching statistics.
Professor Dershem is Series Editor in statistics for CONDUIT.

Both Dershem and Tanis are owners of Radio Shack TRS-80 computer

systems and have experience in the use of such a system.

2. Information EE_Current or Proposed Projects

. Professor Dershem is serving as director of the project, "A
Modular Approach to the Introductory Course in Computer Science',
funded by the Local. Course Improvement Program of the National Science
Foundation. This project will be completed in August, 1979.

Professor Tanis will be a participant in a project funded by a
National Science Foundation CAUSE grant to Hope College. His
participation involves the design and implementation of a one-semester
statistics course for natural science students. This work is closely
related to the proposed project since the requested equipment
would be used to provide a computer laboratory for this new course.

Professor Tanis will be working on this project during the summer and

fall of 1979;



E. EVALUATION

The project will be evaluated by the participating faculty, the
students enrolled in the laboratories, and faculty teaching statistics
courses at other institutions.

One important measure of the success of this new approach to the
laboratories will be the trend in enrollment in the laboratories over
the next three years. A high student opinion of.the value of a class
is best measured by the way that opinion influences students who are
possible future enrollees. Formal student evaluations will also be used
and compared with those which have been received when the present approach
to the laboratory has been used.

The instructors of the laboratory will evaluate the new approach
by comparing it to the previous situation in the productive use of
faculty and student time, in the perceived and measured learning
taking place, and in the facility with which the students operate the
equipment and use it to learn statistical concepts and practices.

Finally, the evaluation of this project by colleagues at other
institutions will be accomplished by presenting our approach in papers
at regional and national conferences and publishing results in journals.
Software develoﬁed will also be made available for use by others.

As the number of TRS-80's in education increases rapidly, there will
be a need for software that makes efficient use of this computer for

educational purposes.
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APPENDIX A

Staff Vitae

I. Director - Elliot A. Tanis

Education:

B.A. Central College, Pella, Iowa, 1956

M.S. University of Iowa, 1960 (Mathematics)

Phol), University of Iowa, 1963 (Mathematics)
Thesis: "Linear Forms in the Order Statistics
from an Exponential Distribution'.

Professional Experience:

Assistant Professor of Mathematics, University of Nebraska, 1963-65.

Member of the faculty, Hope College, 1965-present
Currently Professor of Mathematics and
Chairman of the Department of Mathematics.

Associate Director, NSF Summer Institute for Advanced Placement
Teachers of Mathematics, Hope College, 1967, 1968.

Director, NSF Summer Institute for Advanced Placement Teachers of
Mathematics, Hope College, 1969.

. Director, A project: "Introduction of the Computer in the Statistics
Curriculum", under the Office of Computing Activities, NSF,
1971-73, with H. Dershem.

Professional Affiliations:

Mathematical Association of America
American Mathematical Society
Institute of Mathematical Statistics
American Statistical Association
Society of Sigma Xi

Pi Mu Epsilon

Relevant Publications:

"Theory of Probability and Statistics Illustrated by the Computer",
Proceedings of the 1972 Conference on Computers in the Undergraduate
Curricula, June 1972.

"A Computer Laboratory for Mathematical Probability and Statistics',
Proceedings of a Fourth Conference on Computers in the Undergraduate

Curricula, June, 1973.

"Mathematical Prbbability and Statistics Computer Laboratory",
International Journal of Mathematical Education'ig Science and

Technology, April, 1974.




Elliot A. Tanis cont...

Probability and Statistical Inference -
with Robert V. Hogg, 1977, Macmillan Publishing Company.

Laboratory Manual for Probability and Statistical Inference
1976, distributed by CONDUIT, the University of lowa.

"A Computer-Based Laboratory for Mathematical Statistics and Probability",
Proceedings of an Eighth Conference on Computers in the Undergraduate

Curricula, June, 1977.

Relevant Papers Presented:

"Theory of Probability and Statistics Illustrated by the Computer",
1972 Conference on Computers in the Undergraduate Curricula,
Atlanta, Georgia, June, 1972.

""A Computer Laboratory for Mathematical Probability and Statistics',
Fourth Conference on Computers in the Undergraduate Curricula,
Claremont, California, June, 1973.

"Mathematical Probability and Statistics Computer Laboratory",
First British Conference on Computers in Higher Education, Lancaster,
England, April, 1974.

""A Computer-Based Laboratory for Mathematical Statistics and Probability",
NATO Advanced Study Institute on Computer-Based Science Instruction,
Universite de Louvain, Belgium, July, 1976,

"A Computer-Based Laboratory for Mathematical Statistics and Probability",
Annual meeting of the American Mathematical Society, St. Louis,
Missouri, January 1977.

"Distribution Theory Illustrated Empirically",
Annual meeting of the American Statistical Association, Chicago,
I1linois, August, 1977.

"A Computer-Based Laboratory for Mathematical Statistics and Probability",

Michigan Association of Computer Users for Learning, Second Annual
Convention, Grand Rapids, Michigan, March, 1978.

II. Herbert L. Dershem

Education

B 8. (cum laude) University of Dayton, 1965 (Mathematics)
M.S. Purdue University, 1967 (Computer Science)

BOGDS Purdue University, 1969 (Computer Science)

Professional Experience

Member of the faculty, Hope College, 1969-present.
Currently Associate Professor of Mathematics and Computer Science and
Chairman of the Department of Computer Science.



Herbert L. Dershem cont...

Participant, A Project: "Introduction of the Computer in the Statistics
Curriculum", Supported by The Office of Computing Activities, NSF,
1971-73, with E. Tanis

Participant, Project COMPUTe, Dartmouth College, 1974.

Member, CONDUIT National Mathematics Advisory Committee, 1974-present.

Statistics Series Editor, CONDUIT, 1977-present.

Director, A Project: '"A Modular Approach to the Introductory Course

in Computer Science'", supported by Local Course Improvement
Program, NSF, 1978-79.

Professional Affiliations

Mathematical Association of America
Association for Computing Machinery
IEEE Computer Society

Society of Data Educators

Society of Sigma Xi

Pi Mu Epsilon

Relevant Publications

"A Course on computing and statistics for social science students'',
Proceedings of the 1972 Conference on Computers in the Undergraduate
Curricula, Atlanta, Georgia, 1972, pp. 525-528.

"Exercise Manual for a Computer-Augmented Applied Statistics Course',
ComPress, Inc., 1979.

"A relationship between approximation theory and statistical measurements',
Pi Mu Epsilon Journal, 6, 2(Spring, 1974), pp. 69-74.

""Factor Game'
Personal Computing, 2,6(June, 1978), pp. 44-49.

"Introducing Elementary School Children to the Computer',
Calculator/Computers Magazine, 2,6 (September/October, 1978),
PP. 69-71, with J. Whittle

"Computers in Teaching Mathematics",
Computers in Undergraduate Teaching! 1977 CONDUIT State of the Art
Reports in Selected Disciplines, CONDUIT, 1978, with D. McLaughlin,
A. Ziebur, and D. Smith.

"Experiments in Statistics with BASIC Programs: A Laboratory Manual',
in preparation.



APPENDIX B

Catalog descriptions of our current statistics courses
210. INTRODUCTORY STATISTICS - A general introduction to the area of
statistics for students majoring in other departments. Includes study of
the binomial and normal distributions with applications of estimation
and testing of hypotheses, non-parametric methods, regression and

correlation, and analysis of variance.

212. LABORATORY FOR INTRODUCTORY STATISTICS - The computer is used as a
tool to aid in the learning and understanding of statistics. Experience
given in the use of statistical analysis packages. Prerequisite or

Co-requisite, Mathematics 210.

361. MATHEMATICAL PROBABILITY AND STATISTICS I - Concepts of probability,
probability as relative frequency, random variables, probability density
functions, cumulative distribution functions, mathematical expectation,
mean, variance, confidence intervals. Lecture, three hours per week for
three hours credit. Prerequisite: Mathematics 235 - Calculus III.
Optional Laboratory, two hours per week for an additional hour credit.
Prerequisite: Mathematics (Computer Science) 120 - Introduction to

Computer Science.

362. MATHEMATICAL PROBABILITY AND STATISTICS II - Continuation of
Mathematics 361 emphasizing statistics. Estimation, testing of statistical
hypotheses, regression and correlation, analysis of variance. Lecture,
three hours per week for three hours credit. Prerequisite: Mathematics 261.
Optional laboratory, two hours per week for an additional hour credit.
Prerequisite: Mathematics (Computer Science) 120 - Introduction to

Computer Science.
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APPENDIX C

In this appendix we give the table of contents for the introductory
statistics laboratory along with one set of experiments for this
laboratory. We also give the table of contents for the mathematical
statistics laboratory, one problem for this laboratory along with the

solution for this problem.
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A
Laboratory 4

Purpose: The purpose of this laboratory is to learn how to generate
frequency distributions and histograms on the computer, to verify
Chebyshev's Theorem, and to use the computer programs to test for normality.

Experiments:

1. A data set called STUDENT is stored in the computer's storage. There
are two variables in this data set, HSGPA and SATV, and 150 samples. Use
the procedures from Laboratories 2 and 3 to retrieve and print measures
of central tendency and dispersion for this data set.

2. Generate a frequency distribution and histogram for both variables
of data set STUDENT. '

3. Use the program FREQ to verify Chebyshev's Theorem for k = 150 2 5y
and 10 with either variable of data set STUDENT.

4. Create and save a data set of your own choosing. It should have at
least 2 variables and 20 samples.

5. For one of the variables of the data set you entered in Experiment 4,
use FREQ to determine what proportion of sample values are within one,
two, and three standard deviations of the mean.

Analysis:

1. In Experiment 2, how can you use the results of Experiment 1 to
determine the limits for the frequency classes?

2. Summarize the results of Experiment 3 in the table below:

Number of sample values Lower bound predicted
— within k standard deviations by Chebyshev's Theorem
LaiS '
2
5
10

3. Describe the data set you created in Experiment 4.
Population from which samples were taken:

Variables in the data set:

4. Summarize the results of Experiment 5 in the table below:

Proportion of sample values Expected proportion for
within k standard deviations normal distribution

(TS SRR

Do these results indicate that your variable might be normal?
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4.2-6. Let U and V be independent random variables with uniform
distributions U(0,1). Show empirically that W = U + V has a triangular
distribution. In particular generate 500 pairs of random numbers.
(a) Use the subroutine RFHPF to plot a relative frequency
histogram with the p.d.f. g(w) =1 - |w - 1|, 0 < W < 2, superimposed.
(b) Use the subroutine OGIVE to plot a relative frequency ogive

curve with the distribution function of W superimposed.
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* » ¢ PROBLEM 4e2wb0

o s o DEFINE THE pDF AS A FUNCTION SUBPRBGRAM.
* REMARK: IT couLDp HAVE BEEN DEFINED AS a STATEMENT
* * ¢+ FUNCTION USING A DUMMY VARIABLE.

DONNODoOn
[ ]

° FUNCTIBN G(W)
G =1+ » ABS(Y = 1.)
RETURN
END

c
C s o o DEFINE THE DISTRIBUTIHBN FUNCTIBN aS 4 FUNCTIBN SUBPRBGRAM,
c

FUNCTIBN DF (W)

IFIH'LElI'} DF = (HWex2)/2.; RETURN
DF = 1 = (2, » W)xxp/2,

RETURN

END

* » ¢« DIMENSISBN w TB HBLD THE S00 OBSERVATIEBNS. BE SURE T8
* INCLUDE THE EXTERNAL STATEMENT WITH THE FUNCTIBN
* + ¢+ NAMES BN IT,

aOo0onn
.
-

DIMENSIBN N(SdOl; N8BS (20)
EXTERNAL G, pF |

* GENERATE 5qq OBSERVATIBNS OF THE SUM B8F Twe UtOs1) VARIABLES.

OoONnon
.

DB 10 K=1,500

U = RAN(1)

V = RAN(1)

W(K) = U + v
10 CONTINUE

PLBT THE RELATIVE FREQUENCY HISTEBGRAM WITH THE PDF
SUPERIMPBSED. PLOT THE BGIVE CURVE WITH THE
DISTRIBUTIBN FUNCTIBN SUPERIMPBSED. BOTH. ARE -
PLBTTED WITH AP AND 20 CLASSES F@Rr ILLUSTRATIVE
PURPBSES.,

4 = = » g
- - = - -

nNooono o
® o e o o

08 20 NINT = 310,20,10 :
CALL RFHPFI1,NINTJOOO:E-0J1-2:500JHJNGBSJG)
WRITE(108,800)
800 FORMAT('0',10%,!'SUM BF TW8 -U(0,1) RANDEM VARIABLES ')
CALL GGIVE{1:NINTJO¢O:2-O}500;H:DFJ
" HWRITE(108,805)
805 FEQHAT{i01,10x,IUGIVE CURVE FBR THE suM 8F TWO U(0,1) RANDOM VARIA
XBLES ')
20 CONTINUE
STePR
END.
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BUTPUT FBR PROBLEM 4.2=6.

1.200 =»
1.152 =»
1,104 »
1.056 »
1.008 =» 4 +++X
» 960 » +++ X+ X
+912 » ++XX++ XX
B4 » X +++++++ X ++
2816 » AX++++++++4+ XX
2768 » X ++++++++++++X
» 720 * XX  +++++++++++4+ XX
1672 * B o T R A T R S 3
1H2H » AX+++++++++++++bs+4 XX
576 » b G A S S RS TR A S S R SR U S o
528 » X *+++ttttrrtrbr bbbt Pt bt
480 » +UX+++++ bt bbbt t bbb bbb bbb pp bbb XX+
+ 432 * X+++++ddtbdbbbrttrttrrrdtrtbtrrdrtrrtd e+ X+
e384 » DD Tl b b o 2 R R E R R R R R €
2336 *» X +4+++++t+tt bttt trtrrtr bt bbbt r X+ b4+
' 288 % "X Tk T R R TR E DS &
240 » X+++4+d++trtr+dt+tbrt+d bbb dt b +rrt bttt X+
2192 *» Xe+ 4+ bbtrrtrrrtrrtrrtdtrttrbrrrr bbbt rrrr b+ )

v 144 B T B L o o o o b oh o it o 0 S o S S S S e o o S o S TR '
0096 ¥++X+r+r+t+bbrrterrrrtrtbtrbr bttt bbbt bbbttt X e+
s 048 »X+++tttttttrtrtrrb bttt bbbttt b b bt bbb bbb bbbt bbb bbbt
000 IXy¥n¥Isryyplrrrpr]rnyxxprlrxrrr]rxrrrrlxxrrprlrprsr]orrrr]lrrrrX]
=200 » 40 + 80 120 1.60 200
13 49 100 ' 57 38
24 66 85 57 11

SUM B8F Twe U(0»1) RANDBM VARIABLES
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FOR IMMEDIATE RELEASE October 1, 1979

HOLLAND, Mich. == Hope College has been awarded a grant from the
National Science Foundation (NSF) for the establishment of a microcomputer
laboratory.

The laboratory, consisting of 10 microcomputer systems along with
supporting equipment, will cost $20,630. The National Science Foundation will
contribure one-half of this amount and Hope College the remainder,

The project will be directed by Dr; Elliot Tanis, chairman of the
department of mathematics and Dr. Herbert Dershem; chairman of the department
of computer science.

One of the uses of these computers will be to improve laboratory
experiments in statistics courses. This is a continuation of work begun with
support from an earlier NSF grant awarded to Hope College in 1971, As a result
of that grant, Prof. Tanis has published a laboratory manual for probability
and statistical inference and Prof. Dershem has published an exercise manual for
computer-augmented applied statistics course. They plan, with the addition of
this new equipment, to adapt this work done on large computer systems to micro-
computers.

The laboratory will give Hope students exposure to the capabilities of
microcomputers, to enhance classroom instruction in a variety of courses and to
provide research equipment for computer science majors. Every Hope student and

faculty member will have the opportunity to gain experience in the use of micro-

= REEe =



computers through this laboratory.

The College has been active in providing education in the use of
microcomputers for the Holland community. Prof. John Whittle, along with professors
Tanis and Dershem, have used microcomputers with elementary school children in
the Quest program and in classroom demonstrations. A workshop in the use of
microcomputers for 19 local elementary and secondary school teachers was offered
last summer by professors Whittle and Dershem. With this new equipment the

College will be able to continue and expand these activities for area students

and teachers.
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September 26, 1979

Mr. Elmer G. Havens

Grants Officer

NMational Science Foundation
washington, D.C. 20550

Re: Grant #SER-7914334
Proposal #SER-7914334

Dear Mr. Havens:

Thank you for your letter of September 14, We were grate-
ful to learn that the National Science Foundation has made
a arant of $10,315 to Hope College for the program, "A
Microcomputer Laboratory for use in Teaching Statistics.'
This grant will be of great help to us as we develop our
program in Mathematics.

We accept this grant in accordance with the conditions out-
lined in your letter.

We ask that you extend our appreciation to all those who
were responsible for making this grant available to lHope
College.

Sincerely yours,

Gordon J. Van Wylen

GJVW:cam

bee: Elliot Tanis
William Anderson



MEMO

DATE : January 4, 1980
TO: Herb Dershem
FROM: Sheldon Wettack

SUBJECT: Capital equipment expenditures

This memo constitutes approval .for you to purchase the terminal
for use in the Computer Science Department which was requested under
capital equipment. Up to $1200 has been allotted for this purpose.
When it is prepared please forward a purchase order to my office for
final approval and designation of the account number.

I am assuming that, as you stated in the request, this terminal
will be also utilized in the computer science laboratory and hence

constitute a portion of our matching for the NSF-ISEP grant.

If you have any questions about this expenditure, please do not
hesitate to contact me.

cc = Elliot TanisJ
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THE USE OF MICROCOMPUTERS FOR UNDERSTANDING CONCEPTS
IN PROBABILITY AND STATISTICS
Elliot Tanis
Hope College

Holland, Michigan 49423
United States of America

Computers can be used in a variety of ways in the statistics curriculum. One
way is to help students better understand basic concepts in probability and
statistics. Two important ingredients are necessary to accomplish this:

(a) a good software package that makes effective use of the graphics
capabilities of the computer,
(b) exercises and examples that have sound educational value.

Materials have been developed to accompany a year long course in mathematical
statistics and probability. There are more than 200 exercises of varying de-
grees of difficulty. The supporting computer software includes subroutines for:

(a) depicting a histogram and/or an empirical distribution function with the
option of superimposing the theoretical probability density function
and/or distribution function, respectively;

(b) illustrating confidence intervals;

(c) scatter diagrams;

(d) giving values of important distribution functions and their inverses;

(e) simulating random samples from several distributions.

These materials can be used in a variety of ways. For example, all of the
students in a class could be asked to solve the exercises by writing computer
programs and, in so doing, gain a greater appreciation of theoretical concepts
in both probability and in statistics. Or a professor and/or some students
could solve an exercise and prepare a demonstration for a statistics class that
is taught at any level. Or a student could use these materials as a part.of
an undergradﬁate'research project, '

Currently the software that has been developed is written in BASIC for the
Radio Shack TRS-80 computer* We plan to make the necessary modifications so
that the materials can be used with an Apple computer. An earlier version of
this éackage is written in FORTRAN and can be used in either batch or inter-
active mode on most large computer systems. That package is distributed by
CONDUIT, P.0O. Box 388, Iowa City, Iowa 52240, USA.

To give some appreciation of the types of exercises and the graphical output,
four examples are summarized and one figure is given for each.

Example 1. Simulate 200 observations of a binomial random variable X for

which n = 11 and p = 0.6. Use the fact that X is the sum of 11 Bernoulli

* Ten Radio Shack TRS-80 computers were purchased with support from the
National Science Foundation under Grant No. SER-7914334,



trials. Superimpose the binomial probability function on the relative frequency
histogram of the observations of X. See Figure 1 for a typical solution.

Example 2. Illustrate empirically that the sum of two "random numbers,"
selected at random from the interval (0,1), has a triangular distribution.
Superimpose the probability density function on the relative frequency histo-
gram of 200 observations of sums of pairs of random numbers. See Figure 2.

Example 3. Simulate 50 random samples of size 10 from a normal distribution
having mean yu = 40 and variance 02 = 12, For each sample, calculate the end-
points for a 90% confidence interval for u, assuming that u and 02 are unknown,
using X + 1.833s//10. The confidence intervals are depicted in Figure 3. A
horizontal line is drawn at u = PM = 40,

Example 4. Simulate a random sample of size n = 50 from a bivariate normal
distribution for which My = 015 02 = 56, My = 70, 02 =64, and p = 0.75.

X Y
Figure 4 shows a scatter plot for such a simulation.
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PART ITI - TECHNICAL INFORMATION
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l.e.,

Data on Scientific Collaborators

Herbert L. Dershem

Professor of Mathematics and Computer Science
Hope College

Holland, MI 49423

Technical Description of Project and Results

The purpose of this project was to establish a microcomputer laboratory to
enhance the learning of statistics. We purchased the proposed equipment and
established a computer laboratory in a room in the college library. The
college library is adjacent to the mathematics building. By having the
laboratory in the library, we believed that it would be readily available to
all of our students. This concept met with mixed success. Students did
appreciate the availability of the computers., However because we did not
continuously supervise the computers, we did have more equipment failures than
we would have liked.

This coming year permanent space will become available in the mathematics
building. Hope College has committed some of this space for the microcomputer
laboratory and funds to supervise this laboratory.

Because of the availability of a microcomputer laboratory, we have been
developing educational materials that make use of this equipment. Thus far
good progress has been made in the development of materials for our statistics
course.



